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a b s t r a c t

The efficient management of Cloud infrastructure and deployments is a topic that is currently
attracting significant interest. Complex Cloud deployments can result in an intricate layered structure.
Understanding the behaviour of these hierarchical systems and how to manage them optimally are
challenging tasks that can be facilitated by pervasive monitoring. Monitoring tools and techniques have
an important role to play in this area by gathering the information required to make informed decisions.
A broad variety of monitoring tools are available, from general-purpose infrastructure monitoring tools
that predate Cloud computing, to high-level application monitoring services that are themselves hosted
in the Cloud. Surveying the capabilities ofmonitoring tools can identify the fitness of these tools in serving
certain objectives.Monitoring tools are essential components to dealwith various objectives of both Cloud
providers and consumers in different Cloud operational areas.Wehave identified the practical capabilities
that an ideal monitoring tool should possess to serve the objectives in these operational areas. Based on
these identified capabilities, we present a taxonomy and analyse the monitoring tools to determine their
strength andweaknesses. In conclusion, we present our reflections on the analysis, discuss challenges and
identify future research trends in the area of Cloud monitoring.

© 2014 Elsevier Inc. All rights reserved.
1. Introduction

The emergence of Cloud Computing has ushered in a new era of
Internet-based service provisioning opportunities. Cloud Comput-
ing is characterised by the provision of resources as general utilities
that can be leased and released in an on-demand manner. Conse-
quently, IT resources represent an operational rather than a capi-
tal expenditure. A broad variety of pricing models can be applied
to Cloud resources, from simple fixed rental schemes to pay-as-

∗ Corresponding author.
E-mail address: k.fatema@cs.ucc.ie (K. Fatema).

http://dx.doi.org/10.1016/j.jpdc.2014.06.007
0743-7315/© 2014 Elsevier Inc. All rights reserved.
you-go models. Monitoring techniques are indispensable in order
to manage large-scale Cloud resources and enforce quality of ser-
vice for consumers.

Given the multi-tenant nature of Cloud environments, efficient
management in the face of quality of service and performance
constraints can be a challenge. Monitoring tools have an important
role to play in these areas by allowing informed decisions to
be made regarding resource utilisation. Automated monitoring of
physical and virtual IT resources allows for the identification and
resolution of issues with availability, capacity, and other quality
requirements. The benefits of automated monitoring have long
been recognised, even in non-Cloud environments. The importance
of monitoring has been widely addressed in the literature in

http://dx.doi.org/10.1016/j.jpdc.2014.06.007
http://www.elsevier.com/locate/jpdc
http://www.elsevier.com/locate/jpdc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jpdc.2014.06.007&domain=pdf
mailto:k.fatema@cs.ucc.ie
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various contexts, such as: system/network [13,35,71], distributed
systems/Grid [93,4,95], application [47,10] and Cloud [1,33]. For
Cloud environments, appropriate monitoring is crucial as usage-
based billing and elastic scaling are impossible to implement in
the absence of relevant metrics. Currently, a variety of Cloud
monitoring tools is applied in an ad-hoc and non-systematic
way, everywhere from low-level, general-purpose infrastructure
monitoring to high-level application and service monitoring. The
purpose of this paper is to comprehensively review these tools
to assess whether they are adequate in satisfying the essential
objectives for measuring intrinsic Cloud behaviours.

The focus of our work is to capture the evolutionary adaptation
of monitoring tools’ capabilities from general purpose to Cloud
monitoring and to present a full capability analysis with respect to
practical Cloud operational areas that would help Cloud providers
and customers in making an informed choice of an appropriate
monitoring tool. The monitoring platforms considered in this
paper have been chosen based on literature reviews and perceived
industrial acceptance.

The main contributions of this paper can be summarised as fol-
lows: (i) it surveys the range ofmonitoring tools currently in use to
gain their technical insights, (ii) it identifies the desired capabilities
of monitoring tools to serve different Cloud operational areas from
both providers’ and consumers’ perspectives, (iii) it then presents
a taxonomy of the identified capabilities, (iv) it analyses the avail-
able tools based on the identified capabilities and unveils the ca-
pabilities that are under-represented, Cloud operational areas that
are currently strongly supported by thosemonitoring tools and the
areas that need further development and, (v) it discusses future
research challenges and trends in Cloud monitoring and manage-
ment.

Our paper flows as follows: First, we assign the tools into cat-
egories, Cloud specific and non-Cloud specific. After studying the
tools and extracting technical capabilities, we summarise these in
Tables 1 and 2. We then focus on Cloud-specific monitoring capa-
bilities and derive a taxonomy, which we present in Section 4. We
then re-examine all of the tools again in light of the taxonomy in
Section 5 in order to identify their strengths and weakness when
applied to particular operational areas.

The remainder of this paper is organised as follows: Section 2
provides information on various computing environments, ranging
from single machine to various distributed systems, and the
usage of monitoring in those environments. In Section 3, available
monitoring tools are identified and described. Section 4 describes
taxonomy of desirable monitoring capabilities that forms the basis
for the analysis of the identified monitoring tools. In Section 5, we
analyse the identifiedmonitoring tools. Section 6 presents analysis
of the related work. Section 7 discusses the identified challenges
while Section 8 concludes the paper and focuses on the future
research trends in Cloud monitoring.

2. Background

Monitoring tools have long been used for tracking resource util-
isation and the performance of systems and networks. These tools
have traditionally been administrated by a single administrator in
a single domain. Subsequently, the development of distributed sys-
tems like clusters forced the evolution of monitoring tools to meet
the demand of these new environments. As more sophisticated
distributed environments emerged, including Grids and Clouds,
monitoring tools had to be developed to capture their salient char-
acteristics. In the case of Grid these included computations that
spanmultiple administrative domains and in the case of Clouds on-
demand multi-tenant services. According to National Institute of
Standards and Technology (NIST) definition [58]: ‘‘Cloud computing
is a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g., net-
works, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service
provider interaction’’.

Cloud computing has shifted computation from local machines
to services accessed via the network. Services in Cloud are typically
offered via three different service models which can be viewed
as a layered model of services: Infrastructure-as-a-Service (IaaS),
Platform-as-a-Service (PaaS) and Software-as-a-Service (SaaS).

IaaS providers, such asAmazonEC2, offer virtual resources, such
asmachine instances, storage, and networking devices, as a service
to the end user and/or the layers above, enabling self-service for
virtualized resources. A virtual machine manager, or hypervisor,
is required in order to make the physical resources available to
virtual machine instances. Through the application of clustering
techniques, multiple physical servers can be aggregated into a
resource pool from which storage, CPU, memory and networking
resources can be dynamically allocated to a set of VMs. Clustering
of the resource pool ensures high availability in the presence of
hardware failures.

PaaS providers utilise the virtual machines’ environment
(e.g. operating systems and tools) to provide a scalable abstrac-
tions of the underlying resources onto which applications can
be deployed. For example, Google AppEngine provides develop-
ers with scalable application back end functionality for dynamic
web serving, automatic scaling and load balancing [86]. The result-
ing abstraction is, from the developer’s point of view, completely
divorced from the underlying infrastructure. Similar offerings ex-
ist for Java EE (e.g., Red Hat OpenShift [61]) and Ruby on Rails
(e.g., Engine Yard [73]), among a host of others. Some Cloud ser-
vice providers, such as Microsoft Azure, offer tools and features as
part of their offerings that simplify the development of PaaS ser-
vices [56]. Open-source tools such asNimbus [62] andCloudify [32]
are available that simplify PaaS integration in a provider-agnostic
fashion.

SaaS (Software-as a-Service) providers offer software as a ser-
vice which may hide the service implementation, thus the SaaS
customer is not necessarily aware of the underlying platforms, in-
frastructure, or hardware.

Given the rich architecture of Cloud, effective monitoring re-
quires an appropriate suite of tools capable of monitoring in the
IaaS, PaaS and SaaS layers.

3. Review of existing monitoring systems

In the light of the above discussion, we examined the available
monitoring tools and divided them into two broad categories:
(i) general-purpose monitoring tools; and (ii) Cloud-specific
monitoring tools. We examine each of these categories in turn in
subsequent subsections to gain an understanding of their common
characteristics and functionalities. The technical details, as well
as its reported limitations and usage experiences are summarised
in Tables 1 and 2. These tabular presentations give readers the
opportunity to gain technical insights into the tools. Furthermore,
the presented information also helps to identify the features of the
tools, which are later used for capability based analysis and the
development of a taxonomy.

3.1. General-purpose monitoring tools

Before the advent of Cloud Computing, a number of tools were
already available for the purpose of monitoring diverse IT infras-
tructure resources such as networks and compute nodes. Some
specialise in particular domains such as HPC clusters and Grids.
Many of these tools continue to be developed, and could be
adopted in Clouds for monitoring at various abstraction levels. In
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Fig. 1. Infrastructure monitoring tool architecture.

this section, we discuss the features of general purpose infrastruc-
ture and application monitoring tools.

General purpose infrastructure monitoring tools typically
utilise a client–server model by installing an agent in every system
to bemonitored. Fig. 1 shows this general architecture. Monitoring
agentsmeasure themetric values frommonitored components and
send them to themonitoring server. The server stores the collected
metrics into a database, analyses them, and sends alerts. It may
generate graphs, trending reports and SLA reports based on the
monitored metrics retrieved from the database.

As illustrated in Fig. 2, primitive metric measurements can be
initiated either by the monitoring server (depending on system
configuration) or it can be initiated by an external program (or
script) residing on themonitored resource. The latter arrangement
is useful when monitoring is performed behind a firewall. For ex-
ample, active mode monitoring in Nagios [7] is initiated at regular
intervals by executing the Nagios Remote Plugin Executor (NRPE)
as shown in Fig. 2(a). Passive monitoring in Nagios uses the Nagios
Service Check Acceptor (NSCA) and is initiated by external appli-
cations. Fig. 2(b) depicts the passive mode.

When a monitoring agent is initiated for collecting metrics, it
measures the relevant metric values from the monitored compo-
nents and passes them on to the monitoring server. Depending
on the configuration of the system, the server may send alerts to
interested parties on occurrence of an event. Most of the moni-
toring systems use e-mail and SMS as alerting mechanisms (e.g.
Nagios, Opsview [52], Zabbix [74] and OpenNMS [77]). Somemon-
itoring tools, such as Cacti [55], use audible alerts. Others, such as
Collectd [21] and Ganglia [64], have no alerting mechanisms.

Monitoring servers may be arranged hierarchically to pro-
vide distributed monitoring. Zabbix, IBM Tivoli [40] and Opsview
adopted this approach. In this arrangement, a child server passes
its monitored data to a parent server which stores them into a
database, allowing them to be displayed through a web front-end
interface. Fig. 3 illustrates the hierarchical architecture of the Zab-
bix monitor. Ganglia, on the other hand, aggregates data from all
the Ganglia Monitoring Daemons (Gmond) via Ganglia Meta Dae-
mon (Gmetad) while utilising a multicasting technique amongst
the nodes in a cluster.

Few tools are available for general purpose application mon-
itoring. The most appropriate application monitoring technique
depends on the nature of the application. Kiwi Application Mon-
itor [30] monitors centralised applications running in a single
machine by inspecting OS processes. Other tools, such as
Remoting-Open Services Gateway initiative (ROSGi) Development
Tool (RDT) [83] and Distributed Application Monitoring System
(DAMS) [46], aim to monitor distributed applications involving
network communications. RDT [83] helps to develop, deploy and
monitor distributed Java applications with the Eclipse IDE while
DAMS [46] enhances the byte code of distributed Java applications
and monitors the application module and class methods at run-
time.

Table 1 summarises the general-purpose monitoring tools con-
sidered above and provides an overview of the technical details
of the each of the tools, such as: what resources the tool aims to
monitor; what programming language is used to implement the
tool agent; operating systems the agent works on; whether the
tool is under open source licence; the alerting mechanism used
if any; and, whether the tool has any enterprise messaging sup-
port, i.e whether the tool uses a standardised messaging middle-
ware. Reported limitations and documented usage experience in
the scientific literature are also included which offers an opportu-
nity to learn about the tools from the experience of others. Table 1
provides a brief comparison of the technology across monitoring
tools. The extraction of technical details and usage experience of
the tools also helps to identify the capabilities of the tools which
are discussed in Section 5.

The tools described above are general-purpose, and are not
designed specifically formonitoring Cloud deployments. However,
they can be adapted for this purpose by changing/extending their
design with Cloud-specific monitoring features.

3.2. Cloud specific monitoring tools

The advent of Cloud Computing has given rise to the develop-
ment of Cloud-specificmonitoring tools. Currently, Cloudproviders
offer diverse services using proprietary software andmanagement
techniques. In addition, many of these providers use provider-
dependentmonitoring toolswhich complement their offerings. For
instance, Amazon CloudWatch [3]monitors AmazonWeb Services
(AWS) such as Amazon EC2, Amazon RDS DB instances, and appli-
cations running on AWS. AzureWatch [5], on the other hand, mon-
itors Azure-based resources, Windows Azure instances, SQL Azure
Databases, websites, web applications, and Windows Azure stor-
age. Both of these tools allow for user definedmetricsmonitored. In
contrast, provider-independent Cloud monitoring tools exist that
can be used to monitor a multiplicity of Cloud platforms. For ex-
ample, Nimsoft [65] can monitor Amazon EC2, S3 Web Services,
Rackspace Cloud,Microsoft Azure, Google AppEngine, Google Apps
and Salesforce CRM; Monitis [69] can monitor Amazon EC2/AWS
and Rackspace Cloud; CloudKick [38] can monitor Amazon EC2,
GoGrid and Rackspace Cloud. Finally, some monitoring tools, such
as Private Cloud Monitoring Systems (PCMONS) [23] only moni-
tor private Clouds. Table 2 summarises the review of Cloud specific
monitoring tools.

Many Cloud based monitoring tools were initially designed to
monitor IT infrastructure and was later extended to monitor Cloud
deployments. For instance, the Nimsoft monitor originally pro-
vided monitoring for infrastructure, network, servers, databases,
applications and virtualised environments but later it evolved to
offer its services as a Unified Cloud Monitor for monitoring ex-
ternally hosted systems and services. Like general purpose mon-
itoring tools, provider independent Cloud monitoring tools have
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(a) Active mode. (b) Passive mode.

Fig. 2. Nagios active and passive monitoring modes.
Fig. 3. Zabbix monitoring architecture.
agents installed in the monitored systems, which measure and
send monitored data to the server for processing. The server is-
sues alerts in cases needing attention. Most of the Cloud moni-
toring tools (e.g., Nimsoft, CloudKick, Monitis, Boundary applica-
tion monitor [12]) offer their services as SaaS that can be used
to monitor third party Cloud installation. To realise this, the third
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party Clouds must support the installation and execution of SaaS
agents. To efficiently determine the response time and communi-
cation latency, some monitoring tools, such as Boundary only in-
spect packet header information in contrast to other tools, which
periodically sample the entire monitored dataset.

Many of the Cloud monitoring tools, including Amazon Cloud
Watch, Azure Watch, Nimsoft and Monitis, are capable of moni-
toring at both the infrastructure and application levels. However,
some tools are capable of monitoring only at the infrastructure
(CloudKick, PCMONS) or application levels (Boundary application
monitor, mOSAIC [82] and Cloud Application SLA Violation Detec-
tion (CASViD) [26]). In some cases, Cloud providers publish the
source code of their monitoring agents under open source licences.
For instance, CloudKick offers their client code in C#, .Net, Python,
Java and Ruby and Nimsoft’s client code is available in C, Java, Perl,
VB, and .Net.

Similar to Table 1, Table 2 specifies the technical details of the
Cloud specific monitoring tools which includes resources moni-
tored by the tool, whether the tool is open source, operating sys-
tems supported by the tool, alertingmechanisms supported by the
tool, whether the tool uses any standardised messaging middle-
ware, the programming language used to implement the tool and
any reported limitations found in the literature.

4. Importance of monitoring: A taxonomy

Monitoring is a term currently used in several fields of study
to represent various processes. In the context of computing, there
are some definitions for this term relating it to specialised areas
such as Grid, Service Oriented-Architecture (SOA) and Distributed
Systems [2,93,60,51]. However, these definitions are not complete
and do not reflect the full characteristics of a modern monitoring
system in our opinion.

Therefore, we propose a precise and concise definition of the
termmonitoring so thatwe can contextualisewhatwebelieve to be
the important capabilities associated with the monitoring process.
These capabilities can then be used as the basis to assess the
monitoring tools described previously. Thus, informed by Kornaros
et al. [51] and Mansouri et al. [60], we define monitoring as:
‘‘A process that fully and precisely identifies the root cause of an event
by capturing the correct information at the right time and at the lowest
cost in order to determine the state of a system and to surface the
status in a timely and meaningful manner ’’.

This definition views monitoring from a capability perspective.
Terms like lowest cost, system’s status and timely, indicate how the
monitoring process should be exploited operationally in the ser-
vice of managing complex systems like Clouds. The key charac-
teristics of Cloud, such as, agility, low cost, device and location
independence, multi-tenancy, high reliability, high scalability, se-
curity and sustainability [34], also identify some capabilities a
monitoring tool should possess to adapt to Cloud environments.
There are many Cloud operational areas, such as SLA and config-
uration management and security, within which monitoring plays
an important role in servicing Cloud provider and Cloud consumer
objectives. In this section, we identify the monitoring capabilities
that are essential for facilitating complex management activities
in Cloud environments. From this we construct and present a tax-
onomy of monitoring capabilities in the context of specific Cloud
operational areas.

4.1. Desirable Cloud monitoring capabilities

This section presents some important capabilities of an efficient
Cloudmonitoring tool. Interpreting our definition of monitoring in
the context of Cloud, and from the key Cloud characteristics, we
identify the following list of prevalent capabilities:
• Scalability: Cloud deployment can be of very large scale, con-
sisting of thousands of nodes. In order to manage these re-
sources, a monitoring tool needs to be scalable to deliver the
monitored information in a timely and flexible manner. The
importance of this capability has been discussed in the litera-
ture [33,2,93,37]. Developers are currently striving to achieve
high scalability in terms of resource and application manage-
ment in Clouds. Therefore, a scalable means of supervising the
service delivery processes for adequate management is funda-
mental.

• Portability: Cloud environments incorporate heterogeneous
platforms and services. Therefore, the portability of monitor-
ing tools, i.e., the ability to move the tool from one platform to
another, is indispensable to facilitate efficient management of
such environments and to achievewidepenetration acrossmul-
tiple Clouds [93,33].

• Non-intrusiveness: In Clouds, there are large numbers of re-
sources to be monitored, hence the computational power con-
sumed by themonitoring tools tomonitor all of these resources
might have a big impact on the performance of the overall sys-
tem. To cater for such environments, a monitoring tool should
consume as little resource capacity as possible on the moni-
tored systems so as not to hamper the overall performance of
the monitored systems [33,2].

• Robustness: Clouds represent a frequent and dynamically
changing environment. It is important that the monitoring tool
detects changes in circumstances, such as the addition or re-
moval of tenants and resources [37,2]. A monitoring tool needs
the ability to adapt to a new situation by continuing its opera-
tion in the changed environment, which helps tomitigate faults
and to provide accurate monitored information [33].

• Multi-tenancy: Clouds may offer a multi-tenant environment
where multiple tenants share the same physical resources and
application instances. A number of works in the literature
have discussed the necessity of this functional requirement, es-
pecially in guaranteeing service level agreements and virtual
machine monitoring [18,91,37]. To support multi-tenancy
provisioning, the Cloud monitoring tool should maintain con-
currency, i.e., multiple customers being able to get common
monitored information and isolation, i.e., tenants only being
able to access the information that is addressed to them. Effi-
cient monitoring tools should embody this capability.

• Interoperability: Currently, Cloud environments may include
dozens of independent, heterogeneous data centres operating
mostly as stand-alone resources. Many business analysts have
predicted the need for interoperable federated Clouds [15]. In-
teroperability is a prerequisite for Cloud bursting and for the
creation of federated offerings frommultiple providers [37,91].
A modern monitoring tool should be capable of sharing moni-
toring information between heterogeneous Cloud components
for managing collaborative operations.

• Customizability: There are presently numerous Cloud ser-
vice offerings and many providers are seeking ways to de-
liver unique services to their customers by allowing them high
customisation flexibility. Considering the large number of cus-
tomers, providers must be able to manage the service customi-
sation of each customer, for example, by granting customers the
ability to choose the metrics to be monitored for their service.
Thus, to realise this goal, efficient monitoring tools should pos-
sess this capacity.

• Extensibility:With the rapid growth of Cloud computing, there
are continuous changes and extensions to technologies espe-
cially in the area of management. Since monitoring techniques
are fundamental to Cloud management, the monitoring tools
need to be extensible and be able to adapt to newenvironments,
such as being able to incorporate new monitoring metrics [93].
This is typically achieved through a modular design.
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• Shared resource monitoring: Cloud technology uses virtual-
ization of physicalmachine resources to achieve usage isolation
in the form of virtual machines. The virtual machines share the
underlying resources while multiple applications share the re-
sources of virtual machine. Thus, to avoid resource contention
among the virtual machines or manage resources shared by ap-
plications in a virtual machine, efficient monitoring is needed.
A Cloud monitoring tool needs the capability of supervising
shared resources to manage such an environment [37].

• Usability: Usability is one of the critical issues facing the adop-
tion of Cloud computing. Fitness for purpose is an important
factor when evaluating usability since the intended goal of a
monitoring tool determines the usability judgement. As a con-
sequence, anymonitoring tool that is designed to support Cloud
management needs to be easily useable [37]. To be highly use-
able a monitoring tool should facilitate deployment, mainte-
nance and human interaction.

• Affordability: One of the reasons behind the popularity of
Cloud adaptation is the reduction of cost. Cost effectiveness of
a monitoring tool (e.g., being open source) impacts on its wide
spread acceptance [19]. A Gartner Survey [31] shows that more
than 85% of enterprises were using open source software as of
2008 to drive down cost and increase flexibility. This indicates
that being open source would also have a positive impact on
the prominence of a monitoring tool. We rate affordability by
considering both the cost of monitoring agent and the back end
server component.

• Archivability: The availability of historical data can be useful
for analysing and identifying the root cause of a problem in the
long term [13,71]. In order to serve this purpose, a monitoring
tool should possess a means of storing historical data.

4.2. Cloud operational areas facilitated by monitoring

Cloud stakeholders, such as providers and consumers, have
varying motivations for gaining insight into Cloud operations. In
this section, we present some Cloud operational areas that can be
supported by monitoring. Later on, we present a taxonomy of the
corresponding capabilities that a monitoring tool needs to possess
in order to support these Cloud operational areas.

Cloud computing offers a new style of computing that allows
consumers to pay only for the services used and frees them from
the management overhead of the underlying infrastructure. This
enables low initial set-up cost for business owners. In spite of the
pricing advantage, consumers are still sceptical about Cloud offer-
ings [59]. For assurance, they may require insight into areas such
as (i) Cloud usage information to confirm the correctness of their
bills, (ii) SLA enforcement mechanisms ensuring their QoS objec-
tives and (iii) security and privacy policies guiding the storage and
transfer of their data. Surveys show that the possible lack of se-
curity and loss of control over data in Clouds are among the ma-
jor concerns of Cloud consumers [90,17]. Monitoring plays a role
in detecting security breaches and hence can provide assurance of
security maintenance.

Whilst Cloud consumers are free from the worry of mainte-
nance overhead, providers on the other hand have the responsi-
bility of maintaining and managing the underlying infrastructure.
Monitoring is an essential part of Cloud management and serves
various objectives of Cloud providers, such as (i) provisioning re-
sources/services, (ii) optimal capacity planning, (iii) assuring SLAs,
(iv) configurationmanagement, (v) billing and (vi) security/privacy
assurance.

The above discussion highlights the Cloud operational areas
that are facilitated by monitoring. Table 3 summarises these ar-
eas and indicates the areas where providers and consumers have
different monitoring perspectives.
In the following, we describe the Cloud operational areas that
can benefit from monitoring. In the process, we reflect on the
desirable capabilities of a monitoring tool that would make it fit
for the purpose in question.
Accounting and billing: The notion of providing computing as a
utility service relies heavily on the ability to record and account for
the Cloud usage information on which billing schemes are based.
Accurate accounting and billing relies on the ability to capture
the consumption and allocation information of virtual resources
as well as that of applications (e.g. compute hour used, bandwidth
used) [24]. This is a capability that monitoring can provide. Fur-
thermore, the provision of a transparent billing system that is able
to record data in a verifiable and trustworthy manner, to ensure
protection against forgery and false modifications, requires robust
and secure monitoring capabilities [78,87].
SLA management: A Service Level Agreement (SLA) represents a
contract signed between a service provider and a customer specify-
ing the terms of a service offering including quality of service (QoS),
pricing and penalties in case of violating the agreed terms [25,36].
SLAmanagement is an area of great importance for Cloud providers
since the assurance of SLA enforcement is inevitable for customer
satisfaction and hence is a driving force for the continuity and
growth of a Cloud business. The providers are expected to meet
the QoS requirements as well as the Key Performance Indicators
(KPI) for services in order to enforce their agreed SLA terms. Mon-
itoring is essential to achieve these goals. The monitoring capabil-
ities required to support operations in this area include the ability
to measure QoS parameters, storing and analysing data, resource
consumption measuring and SLA parameter assessment. These ca-
pabilities are expected from a monitoring tool for the purpose of
SLA management [36,20,76,25].
Service/resource provisioning: Service/resource provisioning in-
volves the allocation of resources optimally in order to match the
workload [28]. It is an essential requirement for providing Cloud
elasticity. Provisioning can be implemented in two ways: (1) static
provisioning where VMs are created with a specified size and then
consolidated onto a set of physical servers. The VM capacity does
not change; and (2) dynamic provisioning: VM capacity is dynam-
ically adjusted to match workload fluctuations [68]. The ability to
measure the overall resource consumption of a system, along with
the ability to measure per service resource consumption (which
identifies the amount of resources each individual service needs),
is essential for efficient provisioning. Furthermore the ability to as-
sess risk and QoS is needed for effective provisioning decisions,
such as whether to allocate/release resources to ensure that the
quality is not compromised or resources are not wasted [28,94].
Capacity planning: Capacity planning is an important domain in
Cloud computing, especially for the provider. It ensures adequate
resource availability to meet the capacity demand necessary for
securing a level of service quality and for serving various Cloud
operational management activities, e.g., disaster recovery and
maintaining backups [81]. The ability to measure capacity usage
enables operations such as predicting the need for more resources
or determining resource wastage. Furthermore, the ability to de-
tect Cloud node availability is necessary to maintain a required
level of resource limits [67]. Monitoring capabilities such as com-
ponent status identification play an important role in facilitating
these goals.
Configuration management: Configuration is a set of parame-
ters and values that determine the behaviour of devices and soft-
ware [88]. While a Cloud provider may operate a multi-tenant
environment it needs to manage customer-specific configuration.
The initial configurationsmay contain theminimal set of resources
required for a certain service. Resources may be added or released
depending on varying load resulting into reconfiguration at run
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Table 3
Cloud operational areas: provider and consumer perspectives.

Cloud operational area Provider perspective Consumer perspective

Accounting and billing yes yes
SLA management yes yes
Service and resource provisioning yes no
Capacity planning yes no
Configuration management yes no
Security and privacy assurance yes yes
Fault management yes no
Fig. 4. Taxonomy of monitoring capabilities based on Cloud objectives.
time. Configuration management system needs to be able to verify
specified configurations and to identify possible changes [29,88]. In
this area, monitoring supports: configuration verification by iden-
tifying a configuration and verifying that the instances have the
desired configuration; configuration drift identification by deter-
mining whether the configuration of an instance has changed; and
Configuration effect monitoring by auditing the performance ef-
fects due to configuration changes.
Security and privacy assurance: The risk of compromising se-
curity and privacy is one of the major hindrances against the
widespread use of Cloud computing [85]. The capability of detect-
ing security breaches or attacks [53] is essential for this purpose
andmonitoring can help in this regard, for example, by identifying
a malicious process consuming disappropriate system resources.
To ensure Cloud services’ security, it is important to assure that the
tool being used for monitoring should not introduce any vulnera-
bilities. This is important especially in a multi-tenant Cloud envi-
ronment.Monitoring capabilities such as user based access control,
secure notification and storage are essential to support this opera-
tional area [92,90,91].
Fault management: Fault management is one of the core opera-
tional areas of Cloud that enables reliable and resilient Cloud ser-
vices [44]. Continuous monitoring enables timely prediction and
detection of failures, which can be pro-actively handled by replac-
ing the suspected components [6]. Due to the complex constitution
of Cloud components, faults can occur in many different ways, e.g.,
server overload or network/hardware/service failure [45]. There-
fore, the capability of identifying the load of a Cloud system and
detecting availability of components is necessary to support the
operations in this area.

In Fig. 4, we present the taxonomy of the identified monitoring
capabilities categorised on the basis of Cloud operational areas.
There are 12 common capabilities which are essential for all Cloud
operational areas (as described in Section 4.1). It can be seen in the
taxonomy that some of the capabilities are common in a number
of operational areas but not in all operational areas; that results
into 29 distinguished capabilities. Based on this taxonomy, we
analyse the described monitoring tools to identify their strengths,
challenges and to predict future trends in this area.

5. Analysis of tools based on taxonomy

This section presents our analysis of the monitoring tools de-
scribed in Sections 3.1 and 3.2. This analysis is based on the moni-
toring capabilities taxonomy described previously. In line with our
approach in Section 3, we partition the set of tools into two groups:
those that are general purpose and those that are Cloud specific.

Table 4 presents the analysis of the general purposemonitoring
tools and Table 5 presents the analysis for Cloud specific monitor-
ing tools. The 2nd columns of the tables show the weighted aver-
age percentage of the implemented capabilities by the tools. In the
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Table 4
General purpose monitoring tool analysis.

Capability/features Percentage
implemented

Nagios Collectd Opsview Cacti Zabbix Open
NMS

Ganglia Hyperic IBM
Tivoli

Kiwi
Monitor

DAMS RDT

Scalability 46% no no limited no yes no yes yes yes no yes no
Portability 79% limited limited yes limited yes yes yes yes yes no yes yes
Non-intrusivenessa 50% limited limited yes no yes yes limited limited yes no no no
Robustness 33% no no no no no no yes yes yes no no yes
Multi-tenancy 33% yes no yes no no no no yes yes no no no
Interoperability 25% no yes no no yes yes no no no no no no
Customizability 100% yes yes yes yes yes yes yes yes yes yes yes yes
Extensibility 100% yes yes yes yes yes yes yes yes yes yes yes yes
Shared resource monitoring 42% yes yes yes no yes no no yes no no no no
Usabilitya 92% no yes yes yes yes yes yes yes yes yes yes yes
Affordability 79% limited yes limited yes yes yes yes limited no yes yes yes
Archivability 67% yes no yes yes yes yes yes yes yes no no no
Verifiable measuring 0% no no no no no no no no no no no no
Resource usage metering 75% yes yes yes yes yes yes yes yes yes no no no
Service usage metering 50% yes yes yes no yes no no yes no yes no no
Service KPI monitoring 0% no no no no no no no no no no no no
QoS monitoring 50% yes no yes no yes no no yes yes yes no no
Risk assessment 58% yes no yes yes yes yes no yes yes no no no
Component status
identification

100% yes yes yes yes yes yes yes yes yes yes yes yes

Service load monitoring 50% yes yes yes no yes no no yes no yes no no
Configuration verification 75% yes yes yes yes yes yes yes yes yes no no no
Configuration drift
identification

75% yes yes yes yes yes yes yes yes yes no no no

Configuration effect
monitoring

75% yes yes yes yes yes yes yes yes yes no no no

Security breach monitoring 33% yes no no no yes no no yes yes no no no
User access control 50% no no yes yes yes yes no yes yes no no no
User activity 17% no no no no no no no no yes yes no no
Secured notification 17% no no no no no yes no no yes no no no
Secured storage 17% no no no no no no no yes yes no no no
Service dependency 21% no no no no no no no yes no no yes yes
Percentage covered by tools 61% 52% 70% 46% 78% 59% 50% 85% 78% 33% 30% 30%
a We note that some of these capabilities are somewhat subjective. With that in mind the evaluation presented here is based on the weight of opinion as reflected in the

reviewed literature.
calculations, we assign ‘‘1’’ if a tool has a particular capability and
‘‘0’’ if it does not. There is the assignment of ‘‘0.5’’ if the tool partly
implements such a capability. The sum of these values is used to
calculate the assessment percentage. According to Tables 4 and 5,
a ‘‘1’’ is equivalent to ‘‘yes’’, a ‘‘0’’ implies ‘‘no’’ and ‘‘0.5’’ represents
‘‘limited’’. The capabilities that have scored ‘‘0’’ for all the tools are
excluded from the calculation of weighted average percentage of
capabilities covered by each tool which are presented in the last
rows of the tables. For tools with multiple versions—for example,
Nagios, Opsview, Hyperic, CloudKick, Nimsoft and Monitis, the ca-
pabilities are identified based on the superset of features of all ver-
sions.

The determinations of the capability implementation by the
tools are based on literature reviews and evaluations of the tools.
Someof the capabilities such as non-intrusiveness andusability are
subjective, hence they are evaluated based on the weight of opin-
ion found in the reviewed literature.

5.1. Analysis of general purpose monitoring tools

The Cloud monitoring capabilities taxonomy is applied to anal-
yse the general purpose monitoring tools to determine how these
tools could be extended/adapted to facilitate efficient Cloud mon-
itoring.

As shown in Table 4, this group of tools has broad implementa-
tion of the portability, customizability, extensibility, usability, af-
fordability, resource usage metering, component status identifi-
cation ability, configuration verification ability, configuration drift
identification ability and configuration effect monitoring ability.

These tools are weaker on scalability, non-intrusiveness, ro-
bustness, multi-tenancy, per service resource consumption abil-
ity, QoS monitoring, risk assessment and, service load monitoring
capabilities. Interoperability and other security and privacy assur-
ance related capabilities are least implemented by these tools as
shown by their calculated percentages. Some desirable capabilities
such as verifiable metering, service KPI monitoring are not imple-
mented by any of the tools in this group. The lack of support for
these capabilities illustrates the fact that the tools were not de-
signed with Cloud in mind and must be extended or redesigned
to be useable in a Cloud environment. The identification of these
capabilities emphasises the challenges in adapting these tools for
monitoring Clouds, since these capabilities are essential for effi-
cient Cloud operational management.

The last row of Table 4 shows the weighted average percentage
of the capabilities covered by each monitoring tool. This row pro-
vides a relative comparison of the number of capabilities imple-
mented by each tool. As shown in the table, the Hyperic monitor-
ing tools possess the highest percentage, implementing 85% of all
capabilities. All of the general purpose monitoring tools surveyed
scored in excess of 50% except for Kiwi ApplicationMonitor, DAMS
and RDT each of which only implemented around 30% of the listed
capabilities. These three tools were mainly designed to monitor-
ing general applications and the scoring shows the fact that they
are not fit for full Cloud operational management, which requires
resource and application monitoring.

5.2. Analysis of Cloud specific monitoring tools

In this section, we analyse the Cloud specific monitoring
tools using the previously described taxonomy. The goal of the
analysis is to determine the strengths, drawbacks and challenges
facing these tools. Table 5 presents the analysis. As shown in the
table, all of the tools implement the customizability, extensibility,
resource usage metering, service usage metering, component
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Table 5
Cloud based monitoring tool analysis.

Capability/features Percentage
implemented

CloudKick Nimsoft Monitis Amazon
Cloud Watch

Azure
Watch

PCMONS Boundary
app.
monitor

mOSAIC CASViD

Scalability 78% yes yes yes yes yes no yes no yes
Portability 56% limited yes yes no no no yes yes yes
Non-intrusivenessa 94% yes yes yes yes yes limited yes yes yes
Robustness 67% yes yes yes yes yes no yes no no
Multi-tenancy 44% yes yes no yes yes no no no no
Interoperability 33% no no no no no yes no yes yes
Customizability 100% yes yes yes yes yes yes yes yes yes
Extensibility 100% yes yes yes yes yes yes yes yes yes
Shared Resource monitoring 78% yes yes yes yes yes no yes no yes
Usabilitya 94% yes yes yes yes yes limited yes yes yes
Affordability 50% limited limited limited no no yes no yes yes
Archivability 78% yes yes yes yes yes yes yes no no
Verifiable measuring 0% no no no no no no no no no
Resource usage metering 100% yes yes yes yes yes yes yes yes yes
Service usage metering 100% yes yes yes yes yes yes yes yes yes
Service KPI monitoring 0% no no no no no no no no no
QoS 89% yes yes yes yes yes no yes yes yes
Risk assessment 92% yes yes limited yes yes yes yes yes yes
Component status
identification

100% yes yes yes yes yes yes yes yes yes

Service load monitoring 100% yes yes yes yes yes yes yes yes yes
Configuration verification 78% yes yes yes yes yes yes no no yes
Configuration drift
identification

78% yes yes yes yes yes yes no no yes

Configuration effect
monitoring

100% yes yes yes yes yes yes yes yes yes

Security breaches monitoring 56% yes yes no yes yes no yes no no
User access control 67% yes yes yes yes yes no yes no no
User activity monitoring 0% no no no no no no no no no
Secured notification 33% no yes no yes yes no no no no
Secured storage 33% no yes no yes yes no no no no
Service dependency 11% no no no no no no yes no no
Percentage covered by tools 78% 87% 70% 85% 85% 52% 73% 54% 69%
a We note that some of these capabilities are somewhat subjective. With that in mind the evaluation presented here is based on the weight of opinion as reflected in the

reviewed literature.
status identification, service load monitoring and configuration
effect monitoring capabilities.

This group of tools lacks on the implementation of portability,
multi-tenancy, interoperability, secured notification, secured stor-
age and service dependency capabilities. These tools are generally
designed for monitoring in Clouds and many of them are commer-
cial and proprietary, i.e., provider and platform dependent. This
accounts for the low levels of interoperability (33%) and portabil-
ity (56%) observed. The implementation of multi-tenancy of these
tools is 44% compared to 33% for general purposemonitoring tools.
Since this capability is indispensable for multi-tenant Cloud envi-
ronment, thus, we argue that this area is a challenge for future re-
search. Theneed for securing themonitoring tool itself is important
for ensuring that the tool does not create any security holes in the
Cloud. As canbe observed, capabilities associatedwith securemon-
itoring are lacking implementations. Therefore, future research ef-
forts are required in this area.

Compared to the general purpose monitoring tools, the scal-
ability (78%), non-intrusiveness (94%), robustness (67%), multi-
tenancy (44%), shared resource monitoring (78%), resource usage
metering (100%), per service resource consumption metering
(100%) and service load monitoring (100%) capabilities are better
addressed in the Cloud specificmonitoring tools. This is reasonable
as the demand for these capabilities is high in Clouds.

In line with our descriptions, the last row of Table 5 shows the
weighted average percentage of the capabilities implemented by
each of the tools. The Nimsoft monitor emerges as the best with
87% coverage and the PCMONS tool is the least with 52%.

One interesting observation is that most of the capabilities are
improved with Cloud based monitoring tool except for portability
and affordability. This reinforces the fact that many of the Cloud
specific monitoring tools are commercial and vendor dependent,
which make the tools less portable and less affordable as most of
the general purpose monitoring tools are open-source.

It is interesting to note that none of the tools analysed imple-
ments verifiable measuring, service KPI monitoring and user activ-
ity monitoring capabilities. This shows that the realisation of these
features is still a challenge, which indicates that further research
efforts are needed in this direction.

5.3. Capability implementation coverage

In this section, we present a graphical representation of the ca-
pability implementation percentages of the monitoring tools. We
take the Cloud operational areas associated with the capabilities
into consideration. This representation clearly shows the Cloud op-
erational areas that are currently better supported by themonitor-
ing tools in terms of implemented capabilities and the ones that
are poorly supported, which exposes the need for further research
efforts in those areas.

Fig. 5 shows this graphical representation. It includes the capa-
bilities of the general purpose as well as the Cloud based monitor-
ing tools. From the figure, it can be observed that all the operational
areas are better supported by the Cloud based monitoring tools
compared to the general purpose monitoring tools. This can be at-
tributed to the fact that Cloud based monitoring tools are better
specialised in terms of supporting Cloud operational management.

With the exception of capabilities relating to security and pri-
vacy assurance operational area, other areas are supported by at
least 57% implementation coverage. This implies that the current
monitoring tools are least supportive of security and privacy assur-
ance management in Clouds.
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Table 6
Cloud operational area based analysis of general purpose monitoring tools.

Cloud operational areas Nagios Collectd Opsview Cacti Zabbix Open
NMS

Ganglia Hyperic IBM
Tivoli

Kiwi
Monitor

DAMS RDT

Accounting and billing 61% 64% 79% 46% 86% 64% 68% 86% 71% 36% 43% 43%
SLA management 66% 56% 81% 47% 88% 63% 59% 88% 75% 38% 38% 38%
Service and resource
provisioning

68% 59% 82% 50% 88% 65% 62% 88% 76% 41% 41% 41%

Capacity planning 60% 60% 80% 56% 87% 73% 70% 87% 80% 33% 46% 46%
Configuration management 63% 66% 80% 56% 86% 73% 73% 86% 80% 26% 40% 40%
Security and privacy assurance 44% 41% 59% 38% 70% 59% 50% 76% 82% 29% 41% 41%
Fault management 57% 60% 73% 43% 80% 60% 63% 87% 67% 40% 53% 53%
Table 7
Cloud operational area based analysis of Cloud based monitoring tools.

Cloud operational areas CloudKick NimSoft Monitis Amazon Cloud
Watch

Azure
Watch

PCMONS Boundary app.
monitor

mOSAIC CASViD

Accountability and Billing 86% 89% 82% 79% 79% 57% 79% 64% 79%
SLA management 88% 90% 81% 81% 81% 56% 81% 69% 81%
Service and resource
provisioning

88% 91% 82% 82% 82% 59% 82% 70% 82%

Capacity planning 87% 90% 80% 80% 80% 60% 80% 66% 80%
Configuration management 87% 90% 83% 80% 80% 60% 73% 60% 80%
Security and privacy assurance 75% 90% 66% 81% 81% 38% 69% 44% 56%
Fault management 80% 83% 77% 73% 73% 53% 80% 60% 73%
Fig. 5. Capacity implementation coverage by monitoring tools.

5.4. Cloud operational area coverage

In this section, we present the coverage for each Cloud oper-
ational area by the monitoring tools in terms of capability im-
plementation percentages relevant for an operational area. This
analysis reveals the fitness of each monitoring tool for various
Cloud operational areas. Table 6 shows the analysis of general pur-
pose monitoring tools in terms of coverage for each Cloud oper-
ational area whereas Table 7 shows the same for Cloud specific
monitoring tools. The percentages shown in the tables are calcu-
lated from Tables 4 and 5 by separating the relevant capabilities of
each Cloud operational areas as presented in the taxonomy.

From the comparison of Tables 4 and 6, it is interesting to
observe that although Hyperic performs the best among the
general purpose monitoring tools in terms of implementation
percentage of the considered capabilities, it is outperformed by
IBM Tivoli in terms of security and privacy assurance. Zabbix is
also found to be as good as Hyperic for supporting almost all of
the operational areas except for security and privacy assurance and
fault management. However, among the Cloud specific monitoring
tools Nimsoft is found to perform the best not only in terms of
implementation percentage of the considered capability but also
for the support of each individual Cloud operational areas. In the
next section, we differentiate our contributions to the previous
work.

6. Related work

This section analyses the previous work on this topic and high-
lights our differences. Buytaert et al. [13] provide a detailed re-
view of some monitoring tools: Nagios, OpenNMS, Zabbix, and
Hyperic while identifying the expected features of a monitoring
system from the users’, system administrators’, and developers’
perspectives. However, their analysis is limited to the suitability
of the tools for monitoring computing infrastructures and net-
works only. Krizanic et al. [52] review performance monitoring
tools and categorise them according to the operating systems and
notification/alerting facilities that they support. Nevertheless, their
analysis does not consider the application of the tools to Cloud
monitoring. Zanikolas et al. [93] categorise monitoring tools ap-
plicable to Grid Computing based on their usefulness for generat-
ing, processing, distributing and consuming monitoring data. The
authors identify the overlapping functionality, lack of agreement
among the protocols and semantics used in monitoring projects
while pointing out the need for more coordination and interoper-
ability among those projects. But, their approach does not consider
Cloud environments. Benedict [9] surveys performancemonitoring
tools with the goal of helping developers choose the best monitor-
ing tool for High Performance Computing (HPC) applications. His
review does not consider the applicability of these tools to high-
level Cloud monitoring scenarios.

Rimal et al. [84] survey a number of Cloud service providers
and place their offerings into categories such as architecture,
virtualization technology, load balancing, fault tolerance, interop-
erability, and storage systems. Nevertheless, the authors do not
consider themonitoring techniques used by these Cloud providers.
Aceto et al. [2,1] present a taxonomy of Cloud monitoring which
includes (i) the need for monitoring, revealing the various Cloud
activities where monitoring is an essential task (ii) basic concepts,
such as layers, abstraction levels andmetrics, (iii) properties,which
exhibit various characteristics a distributed monitoring system
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should have and (iv) open issues and future directions. Further-
more, their survey categorises the tools into open-source, com-
mercial and services. Our work addresses the same area, i.e. Cloud
monitoring but, from a different perspective. We surveyed the
monitoring tools and categorised them into general purpose and
Cloud specific monitoring tools. Such a categorisation realises a
historical view of these tools evolution from the pre-Cloud era
to the Cloud era. We identified the prevalent Cloud monitoring
capabilities, which ensue from our definition of monitoring and
key Cloud characteristics. We provided distinguished provider and
consumer views of various Cloud operational areas where moni-
toring plays an inevitable role. The identified operational areas are
deeply explored to surface the required capabilities from a moni-
toring tool in order to serve the objectives of those areas. Addition-
ally, we presented a taxonomy of these capabilities. Moreover, our
work provides a clear association of the monitoring tool capabili-
ties to the Cloud operational areas, which is not the case in [2,1].

To the best of our knowledge none of the previous work gave
a historical evolution of monitoring tools and clearly associates
Cloud operational areas with the required monitoring capabilities
to effect informed decision and thereby achieve efficient manage-
ment. In the next section, we discuss the identified research chal-
lenges.

7. Identified challenges

In this section, we discuss the challenges and future trends
derived from our analysis.

7.1. Trends and challenges

Cloud Computing is a promising technology that is currently
gaining wide acceptance in industry. Efficient management of this
technology still remains a challenge and will be an important re-
search area for the coming years. The work presented in this paper
has analysed the state of the art of monitoring tools using a capa-
bility based approach. This novel approach afforded us the oppor-
tunity to compare and contrast the strengths and weaknesses of
these tools in terms of their implemented functionalities.

General purpose monitoring tools, as we observed, are mainly
focused on infrastructure resourcemonitoring.Many of these tools
are currently being adapted for monitoring in Clouds, and we fore-
see that this adaptation process will continue into the future. In
our analysis of general purposemonitoring tools, we observed that
the realisation of some desirable capabilities such as scalability,
robustness and interoperability, is still a challenge. Our analysis
showed that none of the tools surveyed have capabilities for ver-
ifiable metering and service KPI monitoring. Verifiable metering
ensures the integrity of monitored data and is important for trust-
worthiness of the Cloud provider. Monitoring service KPI is impor-
tant for SaaS provider to measure the performance of the software
service. Furthermore, the tools lack capabilities implementing user
activity monitoring, secured notification, secured storage and ser-
vice dependencymonitoring. In amulti-tenant Cloud environment,
it is important to monitor user activity to detect, for example, a
malicious user. We consider these capabilities to be important for
advanced Clouds operational management. We predict, therefore,
that future research in this areawill be focused on addressing these
issues.

As evident from our review, Cloud specific monitoring tools
are mostly being developed by commercial Cloud providers to
help in managing their services and enforcing agreed Service Level
Objectives (SLOs). This makes these tools platform dependent and
proprietary. As can be seen from our analysis in Table 5, these
tools are currently lacking in the implementations of portability
and affordability capabilities. Some Cloud specificmonitoring tools
have also been developed in academia. However, these are largely
prototypes andmay not be production ready.We predict thatmost
of the research effort on Cloud monitoring in the future will focus
on security capabilities of monitoring tools to make Cloud more
dependable and trustworthy.

Lack of support for these capabilities may say more about the
speed at which the field is evolving rather than the importance
with which these capabilities are viewed. We argue that this is an
important area for research for the future.

8. Conclusion and future work

Monitoring in Clouds is an area that is yet to be fully realised. It
plays an important role in supporting efficientmanagement of var-
ious Cloud operational areas, including SLA management, service
and resource provisioning. In addition we have postulated that it
can be used perhaps in the future to provide quantitative support
for trust assurance.

In this paper, we have reviewed the technical details of the
monitoring tools classifying them into general purpose and Cloud
specific categories, which offers us an opportunity to gain insights
of the tools and historically analyse their evolution. From ourmon-
itoring definition, we derived a list of capabilities that are consid-
ered relevant to facilitate efficient Cloud operational management.
Since Cloud environments consist of various areas with unique
functions that can bemanaged separately, we have identified some
of these areas in order to investigate the role of monitoring in sup-
porting them fromboth providers’ and consumers’ perspectives. To
systematically achieve this goal, we defined a taxonomy grouping
the capabilities of the different Cloud operational areas. This taxon-
omy provides a useful benchmark for analysing the strengths and
weakness of the monitoring tools. Tables 4 and 5 highlight the ex-
tent to which the tools considered address the list of capabilities.
More importantly it draws attention to those capabilities that are
under-represented.

We noted that general purposemonitoring tools and Cloud spe-
cific monitoring tools as a whole exposed different capabilities in
accordance with their deployment domain. In general, this unbal-
anced emphasis on certain capabilities was broadly in line with
expectations. General purposemonitoring tools are commonly de-
signedwith a client–server architecturewhere the client resides on
themonitored object and communicates information to the server.
These tools were designed for monitoring fixed-resource environ-
ments where there was no dynamic scaling of resources. This is re-
flected in the lack of many capabilities like scalability as shown by
our analysis in Table 4. We argue that in designing future monitor-
ing tools especially for Clouds, these challenges must be addressed
since issues such as scalability are important for Cloudmonitoring.

The capability based analysis of themonitoring tools has helped
to identify the Cloud operational areas that are better addressed by
these tools andmore importantly the areas that are lacking support
so that future research can take them into consideration. The
review and analysis in this paper have provided a comprehensive
overview of the described monitoring tools and their ability to
support Cloud operational management. We consider this piece of
work as a reference and a basis for further research work in this
area as described in the next section.

8.1. Future work

Proper and extensive Cloud monitoring has applications far
beyond Cloud operational management. Applied intelligently,
Cloud monitoring can form the foundation for trust assurance
and analytic techniques for visualising and analysing monitored
data. From the trust assurance perspective, surveys of consumers
and enterprises have consistently highlighted concerns about
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entrustment of data to Cloud service providers. Cloud trustmarks
have been proposed as a means of addressing these concerns [59].
By utilising modern web technologies, such as HTML 5, trustmarks
could be presented as active dynamic entities that succinctly
communicate up-to-date values for a number of high-level
dependability measures. These dependability measures would be
based on ‘‘live’’ analytics of aspects of the underlying service
supported by appropriate active monitoring.

From the perspective of data analysis and visualisation, the
management of diverse Cloud metrics is an on-going challenge. To
address this challenge the construction of a metric ontology which
would categorise and structure in a useful manner the thousands
of available Cloud metrics would be extremely beneficial. Such
an ontology would afford us the chance to identify and study
the important factors for making decisions, for instance, moving
business applications to the Cloud or selecting particular providers
and service offerings. This work would also include the design of
analytic tools for analysing data and generating trend information
through a dashboard, for example.
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